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Abstract—Automatic recognition of people is a challenging 

problem which has received much attention during recent 

year due to its many application in different  fields .Face 

recognition is one of those challenging problems and up to 

date. There is no technique that provides a robust solution 

to all situations. This paper presents a new technique for 

human face recognition. This technique uses an image-

based approach towards artificial intelligence by removing 

redundant data form face images through image 

compression using the two-dimensional discrete cosine 

transform (2D-DCT It containing five subjects and each 

subject has 5 images with different facial expressions. the 

last recognition rate is valued by 81.36% for 10 consecutive 

trails. Image Enhancement using the Gaussian filters to 

compress image on any directional, cosine transform is 

processed by only few type of face reactions are observed. 

so, to overcome we using the DWT. It observed many type 

of face reactions. the main advantage of this technique is it 

is high-speed processing capability and low computational 

requirements in terms of both speed and memory 

utilization. 
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1. Introduction 

In today’s networked world, the need to maintain 

the security of information or physical property is becoming 

both increasingly important and increasingly difficult. From 

time to time we hear about the crimes of credit card fraud, 

computer breakings by hackers or security breaches in a 

Company or government building .face recognition has 

becomes a very active area of research in recent years 

mainly due to increasing security demands and its potential 

commercial and enforcement applications.A block diagram 

of the proposed technique of the face recognition system is 

presented first, the DWT for each face recognition system is 

computed and feature vectors are formed from the discrete 

wavelet transform co-efficient. second, using the (som) with 

an unsupervised learning technique to classifies the vectors 

into group images on presented or not the data base the 

original image is presented result is displayed it doesn’t the 

subject  the result is not displayed. Sine skin color in 

humans varies by individual, research has revealed that 

intensity rather than chrominance is the main distinguishing 

characteristic. 

2. Methodology 

In many practical applications and especially in the 

application described in this report the signal of interest is 

sampled. In order to use the results we have achieved so far 

with a discrete signal we have to make our wavelet 

transform discrete too. Remember that our discrete wavelets 

are not time-discrete, only the translation- and the scale step 

are discrete. Simply implementing the wavelet filter bank as 

a digital filter bank intuitively seems to do the job. But 

intuitively is not good enough, we have to be sure. In (16) 

we stated that the scaling function could be expressed in 

wavelets from minus infinity up to a certain scale j. If we 

add a wavelet spectrum to the scaling function spectrum we 

will get a new scaling function, with a spectrum twice as 

wide as the first. The effect of this addition is that we can 

express the first scaling function in terms of the second, 

because all the information we need to do this is contained 

in the second scaling function. We can express this formally 

in the so-called multi resolution formulation [Bur98] or 

two-scale relation.              ,

 

The two-scale relation states that the scaling function at 

a certain scale can be expressed in terms of translated 

scaling functions at the next smaller scale. Do not get 

confused here: smaller scale means more detail. The first 

scaling function replaced a set of wavelets and therefore we 

can also express the wavelets in this set in terms of 

translated scaling functions at the next scale. More 

specifically we can write for the wavelet at level j:

which is the two-scale relation between the scaling function 

and the wavelet. Since our signal ƒ(t) could be expressed in 
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terms of dilated and translated wavelets up to a scale j-1, 

this leads to the result that ƒ(t) can also be expressed in 

terms of dilated and translated scaling functions at a scale j: 

 To be consistent in our notation we should in this case 

speak of discrete scaling functions since only discrete 

dilations and translations are allowed. If in this equation we 

step up a scale to j-1 (!), we have to add wavelets in order to 

keep the same level of detail. We can then express the 

signal ƒ(t) as 

 
 If the scaling function ϕj,k(t) and the wavelets 5j,k(t) are 

ortho normal or a tight frame, then the coefficients found by 

taking the inner product.

 
These two equations state that the wavelet- and scaling 

function coefficients on a certain scale can be found by 

calculating a weighted sum of the scaling function 

coefficients from the previous scale. Now recall from the 

section on the scaling function that the scaling function 

coefficients came from a low-pass filter and recall from the 

section on subbandoding how we iterated a filter bank by 

repeatedly splitting the low-pass spectrum into a low-pass 

and a high-pass part. The filter bank iteration started with 

the signal spectrum, so if we imagine that the signal 

spectrum is the output of a low-pass filter at the previous 

(imaginary) scale, then we can regard our sampled signal as 

the scaling function coefficients from the previous 

(imaginary) scale. In other words, our sampled signal ƒ(k) is 

simply equal to (k) at the largest scale! But there is more. 

As we know from signal processing theory a discrete 

weighted sum like the ones in (23) and (24) is the same as a 

digital filter and since we know that the coefficients j(k) 

come from the low-pass part of the spitted signal spectrum, 

the weighting factors h(k) in (23) must form a low-pass 

filter. And since we know that the coefficients j(k) come 

from the high-pass part of the spitted signal spectrum, the 

weighting factors g(k) in (24) must form a high-pass filter. 

 

3. Experimental Results 
 

3.1  Image Database 

A face image database was created for the purpose of 

benchmarking the face recognition system. The image 

database is divided into two subsets, for separate training 

and testing purposes. During SOM training, 25 images were 

used, containing five subjects and each subject having 5 

images with different facial expressions. Fig. 7 shows the 

training and testing image database constructed. The face 

recognition system presented in this paper was developed, 

trained, and tested using MATLAB™ 7.2. The computer 

was a Windows XP machine with a 3.00 GHz Intel Pentium 

4 processor and 1 GB of RAM 

 

 
Fig.1: Image database for training 

 
Fig.2: Training and testing image database. 

Untrained image is used for testing 

3.2  Validation of Technique 

The preprocessed grayscale images of size 8 × 8 

pixels are reshaped in MATLAB to form a 64 × 1 array 

with  64  rows  and  1  column   for   each  image.  This  
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technique is performed on all 5 test images to form the 

input data for testing the recognition system. Similarly, the 

image database for training uses 25 images and forms a 

matrix of 64 × 25 with 64 rows and 25 columns. The input 

vectors defined for the SOM are distributed over a 2D-input 

space varying over [0 255], which represents intensity 

levels of the grayscale pixels. These are used to train the 

SOM with dimensions [64 2], where 64 minimum and 64 

maximum values of the pixel intensities are represented for 

each image sample. The resulting SOM created with these 

parameters is a single-layer feed forward SOM map with 

128 weights and a competitive transfer function. The weight 

function of this network is the negative of the Euclidean 

distance[3]. This SOM network is used for all subsequent 

experiments. As many as 5 test images are used with the 

image database for performing the experiments. Training 

and testing sets were used without any overlapping. Fig.1.1 

shows the result of the face recognition system simulated in 

MATLAB using the image database and test input image 

shown in Fig. 1.2. 

The result obtained from this simulation identifies that the 

subject in the input image Fig. 1.2(a) is ―present‖ in the 

image database. The best match image displayed in Fig. 

1.1(b) illustrates that subjects with different facial 

expressions in the image database can be easily identified. 

 

 
Fig.3: Result of face recognition system. (a) Untrained input image for 

testing. (b) Best match image of subject found in training database 

4. Conclusion 

This paper has presented a novel face recognition 

technique that uses features derived from DWT coefficients,  

 

 

 

 

 

 

 

 

along with a SOM-based classifier. The system was 

evaluated in MATLAB using an image database of 25 face 

images, containing five subjects and each subject having 5 

images with different facial expressions. After training for 

approximately 850 epochs the system achieved a 

recognition rate of 89.36% for 10 consecutive trials. A 

reduced feature space, described for experiment 2 above, 

dramatically reduces the computational requirements of the 

method as compared with standard DWT feature   methods. 
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