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Abstract— Data Mining is a process of discovering useful 

information in large data repositories. Data mining 

techniques have been used to enhance information retrieval 

systems. Privacy-preserving data mining (PPDM) refers to 

the area of data mining that is primarily concerned with 

protecting against disclosure of individual data records i.e., 

to safeguard sensitive information. To address about 

privacy researchers in data mining community have 

proposed various solutions. In this paper we present an 

extensive review of all privacy preserving data mining 

(PPDM) techniques. We use a classification scheme, which 

is adopted from earlier studies, to review the techniques. 

 

Keywords— PPDM, privacy; data privacy, Data Mining, 

data perturbation  

1. Introduction 

 Privacy preserving Data Mining concept is explained in 

detail by R. Agarwal and R. Srikant in 200[2]. Two or 

more parties owning confidential datasets wish to run a 

data mining algorithm on the union of their datasets 

without revealing any unnecessary information. In the 

information technology era, privacy refers to the right of 

users to conceal their personal information and have some 

degree of control over the use of any personal information 

disclosed to others. In paper [1] PPDM is defined as 

“getting valid data mining results without learning the 

underlying data values”. PPDM encompasses the dual goal 

of meeting privacy requirements and providing valid data 

mining results. 

PPDM can be one of the three approaches: 1. Data 

hiding, in which sensitive raw data like identifiers, name, 

addresses, etc were altered, blocked or trimmed out from 

the original database in order for the users of the data not to 

be able to compromise another person’s privacy. 2. Rule 

hiding, in which sensitive data extracted from the data 

mining process be excluded for use, because confidential 

information may be derived from the released knowledge 

and 3. Secure multiparty computation (SMC), where 

distributed data are encrypted before released or shared for 

computations, so that no party knows anything except its 

own inputs and the results. 

 

1.1  Data mining algorithms 

Association analysis involves the discovery of 

association rules, showing the attribute value and 

conditions that are frequently in a given set of data. 

Classification is the process of finding a set of models 

that describe and distinguish data classes or concepts, for 

the purpose of being able to use the model to predict the 

class of objects whose class label is unknown. 

Clustering analysis is a process of decomposing the data 

set into groups so that points in one group are similar to 

each other and are different from the points in other groups. 

2. Classification of existing PPDM techniques 

PPDM techniques are mainly classified into three major 

categories: data partitioning, data modification and data 

restriction as shown in the below Fig 1.  

 
 

Fig1: classification of PPDM techniques 

 

2.1 Data Partitioning Techniques: 

 

These types of techniques are useful when databases 

used for mining are available in different locations. The 

data may be distributed either horizontally or vertically. 

Horizontal Partitioning: Same schema is followed in all 

partitions Ex: Medical insurance records. 

Vertically Partitioning: Attributes of the same entity are 

split across the partitions 
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Techniques are: 

Cryptography-Based Techniques: 

This technique is used if two or more parties want to 

perform data mining task on combined datasets. This 

problem is referred as Secure Multi-party Computation 

(SMC) problem. By using cryptographic techniques we can 

perform privacy preserving classification [3], privacy 

preserving association rule mining [4] and privacy 

preserving clustering [5]. 

Generative-Based Techniques: 

In this technique instead of sharing the complete data set 

it such share a small portion of its local model which is 

used to construct the global model. This technique is used 

in horizontally partitioned data. By using this technique we 

can perform privacy preserving clustering [6]. 

2.2 Data Modification Techniques: 

These types of techniques modify the original values of 

a database. This modified database will be used for data 

mining task. Techniques are: 

Noise Addition Techniques: In this technique some noise is 

added to the original data to prevent the identification of 

confidential information relating to a particular individual. 

To hide the patterns the attribute values can be randomly 

shuffled. 

These are of two types: 

Data swapping techniques: In this technique the value 

of individual records will be interchanged [7]. 

Data distortion techniques: In this technique some 

distortion will be added to the data [8]. Most commonly 

used distortions are Uniform distribution over an interval [-

∞, ∞] and Gaussian distribution with mean µ=0. 

Space Transformation Techniques: These techniques are 

used to protect the data values used to perform clustering 

without affecting the similarity between objects under 

analysis. 

These are of three types: 

Rotation Based Transformation: In this technique the 

idea is to that the attributes of a database are split into pair 

wise attributes selected randomly. One attribute can be 

selected and rotated more than once and the angle Ѳ 

between an attribute pair is also selected randomly. This 

technique is used for cluster analysis [9]. 

Object similarity based representation: In this technique 

the data owner share some data for clustering analysis by 
simply computing the dissimilarity matrix between the 

objects and share that with a third party. 

Dimensionality reduction based transformation: This 

technique can be used when the attributes of objects are 

available at a central repository or split across many sites. 

By reducing the dimensionality of the database we can 

preserve the distance between data points i.e. preserving 

the similarity between data points. 

Data Restriction Techniques These techniques are used to 

limit the access to mining results. This will perform either 

generalization or suppression (sanitization-based 

techniques of information or blocking the access to some 

patterns (blocking based techniques). These techniques are 

used for privacy preserving association rules and clustering 

rules [10]. 

Data Ownership Techniques 

These techniques are used for two purposes: 

To protect the ownership of data by people about whom 

the data were collected [11]. 

To identify the entities that receives confidential data 

when such data are shared or exchanged [12]. 

2.3   Data Distribution: 

Privacy preserving Data Mining Algorithms can be 

applied on centralized database or distributed database.  In 

centralized database environment data are all stored in a 

single database, where as in distributed database 

environment data is distributed in different locations. On 

centralized Data base we can perform Data Hiding and 

Rule Hiding privacy, whereas on Distributed database we 

can perform data hiding privacy only. To perform data 

hiding can be performed using classification, clustering and 

association rules algorithms. To perform rule hiding also 

we can use classification, clustering and Association rules 

algorithms [13]. 

Data hiding refers to the cases where sensitive data from 

original dataset like identity, name, and address that are 

linked directly or indirectly to an individual person to hide. 

Rule hiding refers to the removal of sensitive knowledge 

derived from original databases after applying data mining 

algorithms. 

The privacy preserving techniques used in a distributed 

database is mainly based on cryptography techniques. 

3. Conclusion 

PPDM is emerged as a new field of study. In this paper 

we have surveyed different privacy preserving data mining 

techniques. And we also identified which type of privacy  
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will be provided by using which type of data mining 
technique. For a new comer, this paper provides a brief 

review about existing privacy preserving techniques. 
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